STUNTING EARLY WARNING APPLICATION USING KNN MACHINE LEARNING METHOD

Nani Purwati1* Gunawan Budi Sulistyo2

Information System1,2 Universitas Bina Sarana Informatika 1,2
naninpi@bsi.ac.id, gunawan.gnw@bsi.ac.id

Jakarta, Indonesia

(*) Corresponding Author

Abstract
Stunting in toddlers is defined as a condition of failure to thrive due to chronic malnutrition in the long term. The prevalence of stunting in Indonesia is still relatively high, coupled with the COVID-19 pandemic, which has impacted the economic sector. For this reason, research on stunting is still a critical topic. This study aims to classify toddler stunting using the k-Nearest Neighbor classification algorithm and build a website-based early detection application for toddler stunting cases. The research results using the k-Nearest Neighbor Algorithm trial obtained a relatively high accuracy of 92.45%. Implementing an early detection system for stunting cases has proven to help health workers classify toddlers as stunted or not. This application is also helpful as an archive and facilitates data reporting. The application has eight main menus: the Puskesmas data menu, Posyandu data, toddler data, weighing, weighing results, development menu, and stunting early warning menu, which contains malnourished and stunted toddlers.
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INTRODUCTION
Reducing stunting is the leading indicator of Indonesia's sustainable development goal as a 2025 global nutrition target. In 2018, before the Covid outbreak hit, the prevalence of stunting in Indonesia was around 37% (Beal et al., 2018). Stunting is a failure to thrive in children due to chronic malnutrition, and children are too short for their age (Wahyuningsih et al., 2022). Stunting can impact children's performance at school (Ponum et al., 2020), which is less than optimal, so this is of great concern to the government. In addition to impacting children's intelligence levels, stunting also has the potential for economic loss for the country (Renyoet et al., 2016). Several indicators of stunting include lower birth weight (LBW), mother's education level, household income, lack of household sanitation, and the greater risk of toddlers becoming stunted (Apriluana & Fikawati,
2018). Efforts that the government has made to overcome the problem of stunting are providing education and knowledge to the public regarding stunting. This education and knowledge are provided to the community through outreach programs and classes for pregnant women and toddlers (Alamsyah et al., 2023).

After the Covid-19 pandemic, the issue of stunting became an interesting research topic to carry out. Technology continues to develop and penetrate several sectors, one of which is the health aspect. Various studies that focus on the problem of stunting are not only explored in the field of health sciences but are starting to synergize with computer science. Research applying Bayes' Theorem to Detect Stunting in Toddlers (Sapriatin & Sianturi, 2021). In his research, he applied the Naive Bayes algorithm, resulting in an accuracy of 99%. This study detected five diseases and 36 symptoms in detecting stunting. It’s just that it hasn’t reached the application development stage yet. Several previous studies focused on the issue of stunting, including research (Titimeidara & Hadikurniawati, 2021). Using the Naive Bayes algorithm, his research (Titimeidara & Hadikurniawati, 2021) classifies the stunting status. The results of the Naive Bayes algorithm trials produce an average performance accuracy of 88%. At the same time, other studies with the same research focus were conducted by (Arisandi et al., 2022). In this study, trials were carried out using the Naive Bayes Classifier algorithm with the K-Fold Cross Validation test obtained an accuracy of 94.39%. Subsequent research (Lonang & Normawati, 2022) applies the K-Nearest Neighbor-based selection feature Backward Elimination method. The results of his research show that the average accuracy produced by the K-Nearest Neighbor algorithm at k = 5 is 91.90% with nine attributes, and the average accuracy produced by the K-Nearest Neighbor algorithm with the addition of Backward Elimination is 92.20% with eight attributes (Lonang & Normawati, 2022). Other studies use a support vector machine algorithm to integrate toddler anthropometric data. The average accuracy of the SVM method is 85.1% (Widodo et al., 2022). Research on stunting was also carried out by (Wiraguna et al., 2022) in his research using the Support Vector Machine method. The dataset used consists of 22 variables.

This research is different from previous research. The author wants to know how accuracy is generated from a dataset of 331 toddler data consisting of 11 variables using the k-Nearest Neighbor algorithm. Suppose in the previous study, the results of the k-NN method with adding the Backward Elimination method with eight variables obtained a reasonably high accuracy. What if this study used a different dataset and number of variables without the additional Backward Elimination method?

**RESEARCH METHODS**

The background of this research is that the problem of stunting in toddlers is still a significant problem. Meanwhile, after the Covid-19 pandemic, it had quite an impact on various sectors of life. This research aims to survey the problem of stunting in toddlers. The survey results are in the form of toddler data, which is processed into a dataset that can be useful for research in data mining. The resulting dataset will be subject to data analysis. Before data processing, preprocessing is carried out first, one of which is setting target attributes or labels.

The method or model proposed in this study is the k-Nearest Neighbor (k-NN). At the same time, the proposed research method uses the CRISP-DM method, which aims to obtain new patterns or knowledge from the data used in solving a problem which is also used for making the right decisions. The test results using the K-NN algorithm are used to develop stunting early detection applications. This application was built using the PHP programming language with the CodeIgniter framework. The Research Framework is contained in Figure 1.

![Figure 1. The Research Framework](image-url)
Data Collection Method

The dataset used in this study was obtained from several Posyandu in rural areas. The results of collecting data on toddlers during the periods of January, February, March, April, and May 2023 obtained 331 toddler data. Variables used in this study included gender, birth order, age, birth weight, birth height, body weight, height, arm circumference, head circumference, exclusive breastfeeding, and nutritional status.

<table>
<thead>
<tr>
<th>Data Name</th>
<th>Data Source</th>
<th>Amount of Data</th>
<th>Number of Attributes</th>
<th>Attributes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Toddler datasets</td>
<td>Posyandu</td>
<td>331</td>
<td>11</td>
<td>gender, birth order, age, birth weight, birth height, body weight, height, arm circumference, head circumference, exclusive breastfeeding, and nutritional status.</td>
</tr>
</tbody>
</table>

Data Analysis

At this stage, the data preprocessing stage is carried out. Data preprocessing is a stage that starts from the data selection stage, then performs data cleaning, eliminates data duplication, checks inconsistent data, and corrects errors in data (Saputra et al., 2023). After the data preprocessing stage is complete, the labeling stage continues. The label used in this dataset is an attribute of nutritional status. The attribute of nutritional status is an attribute that indicates whether a toddler is at risk of stunting or not.

The method or model proposed in this study is the k-Nearest Neighbor (k-NN) classification method. K-Nearest Neighbor (K-NN) is an instance-based learning group (Azis et al., 2020). This method aims to classify new objects using attributes and training samples (Waliyansyah & Fitriyah, 2019). The KNN method uses neighborhood classification in determining predictions (M. Lestari, 2014). Several previous studies use the k-NN method, among others, by (Z. D. Lestari et al., 2019). His research proved that k-NN has an accuracy of 82% in determining the type of banana (Z. D. Lestari et al., 2019). The final result of this research is an application for early detection of toddler stunting. The development of this application uses the CodeIgniter framework. CodeIgniter is an open-source application for building dynamic PHP applications (Muqorobin & Rozaq Rais, 2022). CodeIgniter can speed up developers for developing PHP-based web applications (Anggraini et al., 2020).

RESULTS AND DISCUSSION

K-NN Method Test Results

Testing the performance of the machine learning method was carried out with a sample of toddler data with variables in the form of gender, birth order, age, birth weight, birth height, body weight, height, arm circumference, head circumference, exclusive breastfeeding, and nutritional status. The nutritional status attribute is an attribute that is set to be a label—algorithm testing using Rapidminer 10.1 software. Figure 2 is the design model in this study. Training and testing data are tested using the k-NN algorithm and then validated using the performance operator.
Whereas Figure 3 is the performance result of the design of the k-NN algorithm model after being tested for validation. Table 2 explains that the class precision for the prediction of ordinary is 93.97%, the class precision for the prediction of malnutrition is 84.62%, and the class precision for the prediction of stunting is 82.61%.

<table>
<thead>
<tr>
<th>Prediksi</th>
<th>True Normal</th>
<th>True Malnutrition</th>
<th>True Stunting</th>
<th>Class Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pred. Normal</td>
<td>265</td>
<td>9</td>
<td>8</td>
<td>93.97%</td>
</tr>
<tr>
<td>Pred. Malnutrition</td>
<td>4</td>
<td>22</td>
<td>0</td>
<td>84.62%</td>
</tr>
<tr>
<td>Pred. Stunting</td>
<td>3</td>
<td>1</td>
<td>19</td>
<td>82.61%</td>
</tr>
<tr>
<td>Class Recall</td>
<td>97.43%</td>
<td>68.75%</td>
<td>70.37%</td>
<td>Accuracy = 92.45%</td>
</tr>
</tbody>
</table>

In Table 2, it can be seen that the accuracy of using the k-NN model is 92.45%. The accuracy shown in the results of this model test is higher than that of previous studies using the k-NN method with the addition of Backward Elimination is 92.20% (Lonang & Normawati, 2022). This proves that the k-NN method can provide accurate results without needing additional models to optimize. However, k-NN does not produce higher accuracy than the Naive Bayes method, with an accuracy of 94.39% in previous research (Arisandi et al., 2022). Even so, the difference in accuracy is minimal and not too much different, so the k-NN method is still in the excellent category for predicting stunting cases.

System Application Development and Testing

Designing the application in this study is to make an initial design for modeling. After passing through the user interface design stage, programming is developed by implementing designs designed in computer programming languages. The programming language used to build applications is PHP with the CodeIgniter framework.

CONCLUSIONS AND SUGGESTIONS

Conclusion

Based on the results of applying the classification method using the k-Nearest Neighbor algorithm, it can be concluded that this algorithm has a high level of accuracy for the classification of toddler stunting. The resulting accuracy is 92.45%. This result is higher even though it does not use additional methods as was done in previous studies using the additional method of Backward Elimination. It can be concluded that the k-NN algorithm can provide high accuracy in predicting toddler stunting even without additional methods or optimization. Using 11 variables in the k-NN algorithm is also proven to increase accuracy even without adding the Backward Elimination method or other optimization methods. Furthermore, the results of implementing programs built using the CodeIgniter framework produce applications that are easy to use with a user-friendly interface. Implementing the stunting early warning system helps make it easier for health workers to archive data and detect toddlers with the potential to be stunted.

Suggestion

For further research, it can involve the same or different datasets. Future research can also use other classification methods and compare classification algorithms, k-NN, SVM, decision trees, Naive Bayes, etc. Of these several methods, additional models such as PSO optimization can also be used. Then the model test results can be selected as the best model using a different t-test.
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