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Abstrak

Pelanggan adalah suatu pemangku kepentingan bagi sebuah bisnis, untuk menjaga dan meningkatkan
antusias pelanggan serta mengembangkannya terhadap kinerja perusahaan maka perlu dilakukannya
segmentasi pelanggan yang bertujuan untuk mengetahui pelanggan potensial. Pada penelitian ini
menggunakan data transaksi pembelian dari pelanggan Brand Limback pada periode tahun 2020.
Penggunaan analisis REM (Recency, Frecuency, Monetary) membantu dalam menentukan atribut yang di
gunakan untuk segmentasi pelanggan. Untuk menentukan jumlah cluster yang optimal dari dataset RFM
maka di terapkannya metode Elbow. Dataset yang di hasilkan dari RFM di kelompokkan menggunakan
algoritma Fuzzy C-Means dan K-Means, dari kedua algoritma akan di bandingkan kualitas dalam
pembentukkan clusternya menggunakan metode Silhoutte Coefficient dan Davies-Bouldin Index. Segmentasi
pelanggan dari dataset RFM yang telah di cluster menghasilkan 7 cluster yang optimal yaitu Cluster 0
merupakan bronze customer. Cluster 1 merupakan silver customer. Cluster 2 merupakan gold customer.
Cluster 3 merupakan platinum customer. Cluster 4 merupakan diamond customer. Cluster 5 merupakan super
customer, dan cluster 6 merupakan superstar customer. Validasi cluster dari k-means menggunakan silhouette
coefficient menghasilkan nilai 0.934 sedangkan davies bouldin index menghasilkan nilai 0.155 dan hasil
validasi algoritma fuzzy c-means menggunakan silhouette coefficient menghasilkan nilai 0.921 sedangkan
davies bouldin index menghasilkan nilai 0.145.

Kata kunci: Clustering, Segmentasi Pelanggan, RFM, Fuzzy C-Means, K-Means

Abstract

The customer is a stakeholder for a business, to maintain and increase customer enthusiasm and develop it
for the company's performance, it is necessary to do customer segmentation which aims to find out
potential customers. This study uses purchase transaction data from Brand Limback customers in the
period 2020. The use of RFM (Recency, Frecuency, Monetary) analysis helps in determining the attributes
used for customer segmentation. To determine the optimal number of clusters from the RFM dataset, the
Elbow method is applied. The datasets generated from RFM are grouped using the Fuzzy C-Means and K-
Means algorithms, the two algorithms will compare the quality in the formation of clusters using the
Silhoutte Coefficient and Davies-Bouldin Index methods. Customer segmentation from the RFM dataset that
has been clustered produces 7 optimal clusters, namely Cluster 0 is a bronze customer. Cluster 1 is a silver
customer. Cluster 2 is a gold customer. Cluster 3 is a platinum customer. Cluster 4 is a diamond customer.
Cluster 5 is a super customer, and cluster 6 is a superstar customer. The cluster validation of k-means using
the silhouette coefficient produces a value of 0.934 while the Davies bouldin index produces a value of 0.155
and the validation results of the fuzzy c-means algorithm using the silhouette coefficient produces a value
of 0.921 while the Davies bouldin index produces a value of 0.145.

Keywords: Clustering, Customer Segmentation, RFM, Fuzzy C-Means, K-Means

INTRODUCTION Every marketplace has an operating system in

every business transaction that is always recorded

Rapid technological advances have given rise =~ and written down. The data is stored in a large

to many marketplaces or platforms that functionas  capacity database. For companies, the data stored

markets or third parties between sellers and buyers  in the database can be used to create sales reports,
to facilitate online buying and selling transactions.  inventory control, and so on.
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According to a survey released by bps.go.id on
e-commerce 2020 statistics, there is an increase
every year for new businesses operating. According
to records, between 2010-2016 as many as 38.58%
of businesses have started operating. Furthermore,
in 2017-2019 new businesses operating increased
to 45.93% (A. Luthfi, N. Anggraini, 2020). With a
very rapid increase in business people from year to
year, it will certainly have an impact on quite tight
competition. The main focus of the company's
competition with competitors is the customer.
Customers play an important role in the
development of business strategies, and customers
are also a source of company profits. Therefore,
companies need a full understanding of customers.
Many companies have difficulty identifying suitable
customers, this is something that can cause
companies to lose potential customers, which of
course will cause great damage to the company
(Nurmalasari et al, 2020). For this reason,
companies are required to get to know their
customers better in order to maintain loyalty to the
company by segmenting customers.

Research conducted by Stephen et al
(Sutresno, Iriani, & Sediyono, 2018), applies the K-
Means clustering method and RFM model. The
object of research used is customer data in one of
the workshops during the period 2015 to 2017
which was obtained through observations and
interviews with one of the workshop managers and
obtained 15,913 customer data, 40,361 transaction
data and 76,214 detailed transaction data. The
results obtained from the application of K-Means
clustering with the RFM model on customer
transaction data in the workshop are placing
14,979 customer data groups in 5 clusters.

Another study conducted by Bena et al (Ashari,
Otniel, & Rianto, 2019), discusses the comparison of
the performance of K-Means with DBSCAN for
clustering sales data. The cluster results obtained
from the two algorithms are 3 clusters, where in K-
Means cluster 1 is data that has a large number of
sales per transaction and a high price of goods, for
cluster 2 is data that has a small number of sales per
transaction and a low price and for cluster 3 is data
where the number of sales per transaction is small
and the price is high. As for the results from
DBSCAN, cluster 1 is data with high prices, cluster is
data with medium prices and cluster 3 is data with
low prices. The remaining 74 data are noise that
does not fit into any cluster.

The purpose of this study is to compare the K-
Means and Fuzzy C-Means algorithms in
determining customer segmentation which will
then be used to identify potential customers using
RFM models (Recency, Frequency, Monetary) to
make it easier to determine efficient attributes from
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the many existing attributes. on the previous data,
then the results of the RFM data will be clustered
using the fuzzy c-means algorithm and the k-means
algorithm.

RESEARCH METHODS

This study uses a quantitative approach where
the type of research is based on data that already
exists and is ready to be processed. In this study, the
author uses python tools and also conducts
experiments by comparing the performance of the
K-Means and Fuzzy C-Means algorithms to find out
which algorithm has the best level of accuracy. In
this study, the authors perform several stages. The
stages of the research can be seen in Figure 1 below:

Pre-Processing Algorithm
Data collection
Data implementation

Fuzzy C-
K-Means
Means

Result Validation

Comparative
Analysis of
Cluster Result:

Results

Figure 1. Research Stages

Data Mining

Data mining is an iterative and interactive
process to find new patterns or models that are
perfect, useful and understandable in a very large
database. Data mining contains the search for the
desired trend or pattern in a large database to help
make decisions in the future (Syahdan & Sindar,
2018).

Data mining wuses statistical techniques,
artificial intelligence and machine learning to
extract and identify information from various large
databases in its processing (Ashari et al.,, 2019).

Cluster Analysis

Cluster analysis is a statistical technique that
aims to group objects into a group so that objects in
one group have a higher similarity than objects in
other groups. In other words, the purpose of cluster
analysis is to classify objects based on their
similarity and collect data into several groups (Silvi,
2018).

Cluster analysis uses multivariate techniques
to group objects with similar characteristics
(Sadewo, Windarto, & Wanto, 2018).

Data collection
The data used in this study was obtained from
the Brand Limback database on Tokopedia in the
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2020 period, amounted to 2,226

transactions.

which

Pre-Processing Data

Before entering the analysis stage on the
dataset, the data preprocessing stage must be
carried out first which aims to reduce errors at the
analysis stage, because sometimes the dataset
experiences data loss or errors when entering data
(Kiat, Azhar, & Rahmayanti, 2020). Preprocessing is
the process of changing data to be simpler and more
effective as needed (Saifullah, Zarlis, Zakaria, &
Sembiring, 2017). Data preprocessing carried out in
this study includes:
1. Data Cleansing, is the process of deleting invalid
data or the same data in one column.
Data Selection, is the selection of attributes from
the main dataset that will be used as a new
dataset to be processed at the grouping stage. In
this study, the data selection process uses the
RFM model which consists of Recency, the time
span of the transaction. Frequency, total
transactions. Monetary, the total cost of the total
transaction. That way we will get a customer
dataset with a simple dataset with attributes:
kdcustomer, recency, frequency, monetary.
Min-Max Scaler, is a linear transformation
process or assigns a scale value from 0 to 1 to the
original data to be used (Wiranda & Sadikin,
2019).

2.

Elbow Method

Elbow method is a method that aims to help
find the optimal number of clusters in the dataset.
To determine the optimal K value, the K value will
be checked one by one and the SSE (Sum Square
Error) value will be recorded. SSE (Sum of Square
Error) is a formula used to measure the difference
between the data obtained with the forecast model
that has been done previously (Winarta &
Kurniawan, 2021).

RFM Model
RFM is an analytical method to identify
customer attitudes and represent customer

attitudes based on 3 attributes, namely Recency,

Frequency, Monetary.

According to Tsiptsis and Chorianopoulos
(2009), RFM analysis consists of Recency,
Frequency, Monetary which has the following
meanings (Taqwim, Setiawan, & Bachtiar, 2019):

1. Recency, is a variable to measure customer
value based on the time span (date, month,
year) of the customer's last transaction to date.
The smaller the time span, the greater the
recency value.
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Frequency, is a variable to measure customer
value based on the number of transactions
made by customers in one period. The greater
the number of transactions carried out, the
greater the f value.

Monetary, is a variable to measure customer
value based on the amount of money issued by
customers in one period. The greater the
amount of money spent by the customer, the
greater the M value.

The RFM model is a popular method and is
often used to analyze customer behavior as seen
from the combination of the three-digit value of
each RFM attribute, where each attribute has a
value based on quintiles with intervals of 1 to 5
which are evenly distributed. The value assigned to
each attribute represents the good or bad score of
the customer, a value of 5 is said to be the best and
1 is the worst which will then form a combination
of numbers, such as 555, 554, 553, .., 111 (Sutresno
etal, 2018).

K-Means Algorithm

K-Means is a non-hierarchical data grouping
method that divides data into two or more groups.
This method divides data into several groups so
that data with the same characteristics are included
in the same group, and data with different
characteristics are grouped into other groups. The
objective function used for K-Means is determined
based on the distance and value of the data objects
in the group (Putra & Wadisman, 2018). The steps
in performing clustering with k-means are as
follows (Triyansyah & Fitrianah, 2018):

1. Specifies the number of clusters.

2. Allocate data randomly into existing clusters
according to the closest distance.

3. Calculate the average of each cluster from the
data in each cluster.

4. Re-allocate all data to the cluster according to
the closest distance.

5. Repeat process number 3, until no changes or

changes occur.

Fuzzy C-Means Algorithm

Fuzzy C-Means is one of the fuzzy clustering
methods which was first developed by (Dewangan
& Ambhaikar, 2013) and later modified by
(Dulyakarn & Rangsanseri, 2001) as a method that
is often used in pattern recognition. The FCM
grouping of data is based on membership levels
between 0 and 1, this causes grouping of data that
not only has the same value in a cluster, but also
groups of values that have two or more groups
according to their membership level (Yunita,
Herman, Takwim, & Widianto, 2019). The stages of
the FCM algorithm are as follows (Klawonn, 2007 in
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Sumanto and Wahono,
Mustakim, 2018):
1. Identify the data to be clustered in the form of
a matrix with a size of n x m (x;;) is the i-th
sample data (i = 1, 2, n) and the j-th attribute (j

2011) (Rustiyan &

=1, 2, m).
2. Define:
a. Number of Clusters 1
b. Rank TW;
c. Maximum Iterations :
Maxlter;
d. Error Rate 1
e. Initial Objective Function 1 P°=0;
f.  Early Iteration t=1;
3. Generate random number pik, i=1,2..n;

k=1,2..c; as elements of the initial partition

matrix U
c
Qi = Z = 1uik (1)
K
With j=1,2..n
Count:
Hik
Wik Qi ( )

4. Calculate the value of the k-th cluster center
(v;) where k=1,2,..c and j=1,2,..m) using the
formula:

(3)

5. Calculate the objective function at the t-th
iteration (pt):

Vi = (M)W ZZ 5 ()™

pt =3¢ %5y ([Zj"i1(xij
o) o)

6. Calculate the change in the partition matrix u:

-1
[ Ceij — i)l =1

-1
Zi=1[2j@1(xij - vkj)z] w—1

Wik = (5)

7. Check stop condition:
a. If (pt-pt-1)< € or (t<maxiter), then the
iteration stops.
b. Ift=t+1, repeat step-4 to step-6.

Evaluation and Validity

Validation is the testing phase of the cluster
that has been obtained to find out how well the
performance of the cluster is. In this study, the
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authors propose 2 validations, namely, the
Silhouette Coefficient and the Davies Bouldin Index.

Silhouette Coefficient method is one of the
methods used to test the quality of clusters from the
clustering process. Silhouette Index will evaluate
the placement of each object in each cluster by
comparing the average distance of objects in one
cluster and the distance between objects in
different clusters (Nahdliyah, Widiharih, &
Prahutama, 2019). The following is the equation
used in the global silhouette (Adiana, Soesanti, &
Permanasari, 2018):

b(i) —a(i
S = max({)a(i) 2()0} (6)

The explanation is as follows, S(i) is the
silhouette value. b(i) is the average distance from
object i to all objects in the same cluster. a(i) is the
average distance from object I to objects in different
clusters. Based on the standardized silhouette,
where a higher value is better than a lower value, a
value close to zero is considered not good (Christina
Deni Rumiarti, 2017).

The Davies Bouldin Index (DBI) method was
first proposed in 1979 by David L. Davies and
Donald W. Bouldin. DBI evaluation is seen from the
number and proximity of data from clustering
results, where whether or not the cluster results are
seen from the quantity and proximity between the
data from the cluster results. The DBl measurement
method is to maximize the distance between
clusters and minimize the distance between
clusters (Jollyta, Efendi, Zarlis, & Mawengkang,
2019). The smaller the DBI value, the better the
cluster. DBI value is formulated as follows
(Tempola, Muhammad, & Mubarak, 2020):

k
1
DBI = EZ maxl-zj (Ri,j) (7)
i=1

Where K is the number of clusters used. R;; is the
ratio of the comparison between the i-th cluster and
the j-th cluster. In DBI validation, a cluster can be
said to be good if it has the smallest possible
cohesion and as much separation as possible. R;
formulated as follows:

SSW; + SSW;

Rij = T SSB., (8)

For SSW (Sum of Square within cluster) it is a
cohesion metric in a cluster I, as follows:

1 mi
SSWL = Z d (Xj‘Ci)

i j=1

(9)
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Where m; is the number of data in the i-th cluster.
c; is the i-th cluster centroid. d() the same as the
euclidean distance.

RESULTS AND DISCUSSION

After the process of data cleansing and data
selection using the RFM model, as can be seen in
Table 2, is the dataset that will be used for
clustering the K-Means and Fuzzy C-Means
algorithms. From the results of preprocessing, a
new dataset of 2,207 transactions was obtained
from the initial data which previously amounted to
2,226 transactions in the 2020 period.

Pre-Processing Data

At the data preprocessing stage there are
several stages that are carried out. The first step is
data cleansing. The second step is data selection.
The third step is the min-max scaler.

In the data cleansing stage, invalid data or the
same data in one column will be deleted, the results
of data cleansing can be seen in Table 1.

Table 1. Data Cleansing Results

Orderl Invoice Paymen Order
D t Date Status
Transaksi
selesai
59003253  INV/20200919/XX/IX/63159242  19/09/202 Dana
6 9 010:48 diteruska
n ke
penjual.
59043382  INV/20200919/XX/IX/63199371  19/09/202 ;.ra"sak“
ibatalkan
4 7 022:24
Transaksi
selesai
59148142  INV/20200919/XX/IX/63304131  21/09/202 Dana
3 6 011:33 diteruska
n ke
penjual.

The next step is data selection or dataset
selection from the main data, the data selection
process uses the RFM model, the results of which
can be seen in Table 2.

Table 2. Data Selection Results

After the new dataset is obtained, the next step
is the min-max scaler to change the data range to 0
to 1, the results of which can be seen in Table 3.

Table 3. Min-Max Scaler Results

OrderID Recency Frequency Monetary
1.00000000e+0  1.00000000e+0  1.00000000e+0  1.00000000e+0
01.20151501e-  01.20151501e-  01.20151501e- 0 1.20151501e-

01 01 01 01
1.00000000e+0  1.00000000e+0  1.00000000e+0  1.00000000e+0
07.08162221e-  07.08162221e-  07.08162221e-  07.08162221e-

02 02 02 02
9.99958060e-01  9.99958060e-01  9.99958060e-01  9.99958060e-01
1.41276947e-01  1.41276947e-01  1.41276947e-01  1.41276947e-01
9.99803414e-01  9.99803414e-01  9.99803414e-01  9.99803414e-01
6.93417525e-02  6.93417525¢-02  6.93417525¢-02  6.93417525e-02

OrderID Recenc Frequenc Monetar
y y
138223098 358 L 159900
138265355 358 L 200000
13836174-4 358 L 159900
1383:1-8967 358 1 125000
138686763 359 L £9000

Elbow Method Analysis

Before entering the clustering stage, the K
value will be determined using the elbow method to
obtain the optimal K value. Figure 2 shows a graph
of the results of the Elbow method, the optimal K
value can be seen from the significant line changes
on the graph. So it can be concluded that the optimal
number of clusters from the RFM dataset that has
been generated according to Elbow is 7 clusters.

Elbow Method
80
70
0
0 50
30
20
10
0 2 4 6 8

Number of Clusters
Figure 2. Elbow Method

K-Means Cluster Analysis

The results of the K value obtained from the
elbow method will be used as the number of test
clusters with a value of K = 7 and the results of
cluster validation from k-means using the
Silhouette Coefficient and Davies Bouldin index can
be seen in Table 4.

Table 4. K-Means Validation Results

. Silhouette Davies
Algorithm K Coefficient Bouldin Index
K-Means 7 093 0.15
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It can be seen in table 4 that the k-means
algorithm gets the highest validation results with
the silhouette coefficient. The visualization results
of the k-means cluster can be seen in Figure 3.

Customer Clusters

10

& ClusterQ
@ Clusterl
@ Cluster2
k]
@ Cluster3
Cluster 4
06 @ Cluster5s
@ Clusterg
Centroids
04 L
02
o ¢
]

0o 0.2 0.4 0.6 08 10

Figure 3. K-Means Cluster Visualization Results

Figure 3 shows that cluster 0 consists of 522
customers, which have an RFM value range of 311-
515. Cluster 1 consists of 355 customers, which
have an RFM value range of 111-115. Cluster 2
consists of 352 customers, which have an RFM
value range of 511-515. Cluster 3 consists of 67
customers, which have an RFM value range of 215-
515. Cluster 4 consists of 19 customers, which have
an RFM value range of 354-555. Cluster 5 consists
of 884 customers, which have an RFM value range
of 111-512 and cluster 6 consists of 8 customers,
which have an RFM value range of 112-115.

Fuzzy C-Means Cluster Analysis

In fuzzy c-means, the number of test clusters
used is still the same as the K-Means, which is 7
clusters, with the aim of comparing the results of
the cluster patterns formed. The results of the
cluster validation of Fuzzy C-Means using the
Silhouette Coefficient and Davies Bouldin index can
be seen in Table 5.

Table 5. Fuzzy C-Means Validation Results

. Silhouette Davies
Algorithm K Coefficient Bouldin Index
Fuzzy
C-Means 7 092 0.14

It can be seen in table 5 that the Fuzzy C-Means
algorithm gets the highest validation results with
the Davies Bouldin Index. The visualization results
of the K-Means cluster can be seen in Figure 4.
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Figure 4. Fuzzy C-Means Cluster Visualization
Results

Figure 4 shows that cluster 0 consists of 33
customers, which have an RFM value range of 215-
515. Cluster 1 consists of 345 customers, which
have an RFM value range of 111-115. Cluster 2
consists of 481 customers, which have an RFM
value range of 111-411. Cluster 3 consists of 453
customers, which have an RFM value range of 114-
415. Cluster 4 consists of 339 customers, which
have an RFM value range of 511-515. Cluster 5
consists of 327 customers, which have an RFM
value range of 311-415 and cluster 6 consists of 229
customers, which have an RFM value range of 411-
515.

Validation Analysis

Based on the parameters used, namely
Recency, Frequency and Monetary (RFM), the
validation results of the k-means algorithm using
the Silhouette Coefficient produce a value of 0.937
while the Davies Bouldin Index produces a value of
0.158 and the validation results of the Fuzzy C-
Means algorithm using the Silhouette Coefficient
produces a value of 0.921 while davies bouldin
index returns the value 0.145.

Table 6. The results of the validation of the two

algorithms
. Silhouette Davies
Algorithm K Coefficient Bouldin Index
K-Means 7 093 0.15
Fuzzy
C-Means 7 092 0.14

From the following Table 6, it can be seen that
the K-Means algorithm gets the highest validation
results using the Silhouette Coefficient, because the
K-Means algorithm determines clusters based on
the distance and value of data objects in the cluster,
where the K-Means characteristics have a
relationship with the Silhouette Index calculation
method that evaluates the placement of each object.
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in each cluster by comparing the average distance
of objects in one cluster and the distance between
objects in different clusters.

While the Fuzzy C-Means algorithm gets the
highest results using the Davies Bouldin index.
because the Fuzzy C-Means algorithm determines
clusters based on membership levels between 0 and
1, which causes grouping of data that not only has
the same value in a cluster, but also groups of values
that have two or more groups according to their
membership level, where the characteristics Fuzzy
C-Means has a relationship with the Davies Bouldin
Index calculation method which maximizes the
inter-cluster distance and at the same time tries to
minimize the distance between points in a cluster.

Both algorithms produce good clustering and
have a small number of validation differences, so it
can be said that the clustering process is going well
and placing each customer in the right cluster.

CONCLUSIONS AND SUGGESTIONS

Conclusion

From the research that has been successfully
carried out by analyzing, implementing, visualizing
and validating the results of RFM, K-Means, Fuzzy
C-Means, Silhouette Coefficient and Davies Bouldin
Index, 7 clusters have been produced which have
the best validation values from both algorithms.
Cluster 0 is a bronze customer, which is a customer
who is not loyal. Cluster 1 is a silver customer,
which is a customer who is less loyal. Cluster 2 is a
gold customer, which is an ordinary customer.
Cluster 3 is a platinum customer, which is a
customer who is quite loyal. Cluster 4 is a diamond
customer, which is a loyal customer. Cluster 5 is a
super customer, which is a customer with high
loyalty and cluster 6 is a superstar customer,
namely a customer whose loyalty is very high.

The customer loyalty cluster category that has
been obtained from the two algorithms shows that
with the RFM method it can be seen that the value
of customer loyalty to Brand Limback is still low.
For this reason, a better management strategy is
needed to increase customer loyalty.

Suggestion

This research still has shortcomings that can
be improved in further research. Based on the
research results and conclusions, the authors
provide suggestions for further research. Customer
segmentation in this study uses a clustering
algorithm that is often used, namely the K-means
and Fuzzy C-Means algorithms. Future research can
experiment using various other clustering
algorithms.
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Further research can be developed using the
best and updated information by increasing the
amount of data using the latest data and using other
data mining methods to conduct cross-/up-selling
campaigns and market basket analysis. Cross-/up-
selling campaigns are used to sell additional or
alternative products that are more profitable for
customers. Market basket analysis is used to
identify related products that customers usually
buy together.
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