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Abstract
Turnover occurs because many employees leave and new employees enter, so the turnover in and out of employees is quite high, therefore turnover can be controlled with a strategy to increase employee engagement. PT. Mastersystem Infotama is a System Integrator company or better known as a fairly large IT company with a total of approximately 600 employees. Turnover is high enough to make some divisions lack human resources, and the human capital management division is quite difficult to recruit employees to find candidates with various criteria that must be available in a short time. Competition in the IT world is quite tight both within companies and employees with good experience and abilities. Especially the sales department that holds a database of potential customers, and the engineer section that already has a certificate of expertise that is widely used in the IT business world. Therefore, it is necessary to classify what factors make employee turnover high by using the Naïve Bayes and Naïve Bayes algorithms based on Particle Swarm Optimization, so that they can be used as material for internal evaluation to increase employee engagement. The results of this study, classification using the Naïve Bayes algorithm, has an accuracy of 79.17%, while the classification using the Naïve Bayes algorithm based on Particle Swarm Optimization is 94.17%.
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Introduction
The employee turnover rate in a company which is measured based on the number of workers in a certain period or known as high turnover is a serious problem at PT Mastersystem Infotama. With the increase in turnover, many projects are delayed or the team dismantles so that the project is not
completed on time. Recruiting new employees is time-consuming and costly, has to be by the specifications of the requirements, skills according to the positions required, not to mention the adaptation of employees to the current work system. For this reason, the company wants to minimize the turnover that occurs by improving several matters related to career development, company regulations, bonuses and incentives, the applicable system, and other policies. It is expected that after that the turnover rate at the company will decrease so that it can achieve the company's goals and targets well, and be able to compete with competing companies. (Noviyanto, 2018)

In previous research written by Stefani Arika Noviyanti in a thesis entitled Employee Turnover Prediction Using the Naïve Bayes Classification Method in 2018, to predict employees who will resign in 2019. The results of this study are used for the development of employee planning so that they can assist in achieving the target company. Meanwhile, the authors classify the turnover factors that occur, so that they can make better human resource development plans and increase employee engagement to reduce turnover. (Noviyanto, 2018)

In 2018 there was also research and was stated in a journal entitled Classification of Employee Status Determination Using the Naïve Bayes Method written by Fattya Ariani and friends. This study uses five attributes, namely: attendance, attitude, psychological test, interview, and appointment. The attributes used as labels are lifted. The result is that manual calculation and the use of RapidMiner yield the same values. The value of c1 (lifted) is 0.567, while the value of c2 (not lifted) is 0.433. And the highest value is elevated. The difference with this study is that the authors classify the turnover factor, although many employees are appointed as permanent employees if the high turnover rate is futile and they have to recruit new employees again so that it takes time and operational costs. (Ariani et al., 2018)

Another research was conducted by Taufik Asra in 2019 with the title Comparison of C4.5, K-NN, and Naïve Bayes Algorithms in Employee Admission Using PSO at PT. XYZ. This study calculates employee acceptance in the company by comparing 3 algorithms, namely C4.5, K-NN, and Naïve Bayes. The result is the highest level of accuracy in the calculation with the Naïve Bayes algorithm optimized with PSO with an accuracy rate of 91.25%. The difference with the author's research is that the authors use the Naïve Bayes algorithm and the PSO-based Naïve Bayes algorithm and the authors classify the turnover factors that occur in the company. (Asra, 2019)

Another journal that discusses classification using the Naïve Bayes algorithm in 2015 by Alfa Saleh with the title Implementation of the Naïve Bayes Classification Method in Predicting the Amount of Household Electricity Usage. This study uses 60 data on electricity users and the results are accurate with a percentage of 78.33% of the 60 data on electricity users, 47 electricity users have been classified correctly. The author uses more employee data, namely 400 permanent employee data so that more data can be classified. (Saleh, 2015)

The journal entitled Decision Support System for Determining Employee Monthly Incentives Using the Naïve Bayes Method was written by Victor Marudut Mulia Siregar in 2018. This study aims to determine the number of employee incentives and implemented them in a Microsoft Visual Studio 2013 application. The results of the calculation use the Naïve Algorithm method. Bayes is accurate and can be used to calculate appropriate incentives for each employee. The difference with this study is that the authors classify employee turnover while in this study the comparison of employee acceptance and the author only uses the Naïve Bayes Algorithm and PSO-based Naïve Bayes Algorithm. (Marudut et al., 2018)

Then in the journal written by Taufik Asra in 2019 entitled Comparison of C4.5, K-NN and Naïve Bayes Algorithms in Employee Admission using PSO at PT. XYZ, the result has the highest accuracy using the Naïve Bayes algorithm, optimized with PSO, which is 91.25%. The difference with this journal is that the authors classify employee turnover while in this study the comparison of employee acceptance and the author only uses the Naïve Bayes Algorithm and PSO-based Naïve Bayes Algorithm. (Asra, 2019)

The journal with the title Decision Making for Non-Permanent Employees to Become Permanent Employees with a Decision Tree was written by Febryantahauji and friends in 2018. This journal uses the C4.5 Decision Tree Algorithm for the selection of permanent employee admissions. This study only uses the Decision Tree C4.5 Algorithm method, there is no comparison. The purpose of this research is to avoid naughty people in the appointment of permanent employees so that the company gets qualified employees, while this study aims to classify employee turnover so that the company can create programs to increase employee engagement. (Sembing, 2018)

The journal entitled Prediction of Employee Promotion with the C4.5 Algorithm (Case Study: Senayan Jakarta Apartments) was written by Sunarti in 2019. The results of the study were 78% accurate using the C4.5 algorithm. This journal only uses the C4.5 Algorithm method and its purpose is to predict employee promotions. Meanwhile, the authors compared the Naïve Bayes Algorithm with the PSO-based Naïve Bayes Algorithm to classify employee turnover. (Sunarti, 2019)
Furthermore, the journal entitled Prediction of Loyalty in Employee Engagement with the Company Using the C4.5 Algorithm (Case Study of PT. XYZ) was written by Bayu Ferdiansyah and Leonard Goerimanto in 2020. The study conducted a loyalty survey using EES (Employee Engagement Survey) with the google form application, for the question using excel. Using the C4.5 Algorithm to predict employee engagement loyalty using 1002 sample data. The result of accuracy is 90.11% with the statement that employees are not loyal to the company. This research uses only one algorithm, C4.5, with no comparison with other algorithms and does not use PSO optimization. (Bayu Ferdiansyah, 2020)

The next journal entitled Application of Employee Status Classification Using the Naïve Bayes Algorithm Method at H. Syaiful Anwar Hospital was written by Rino Guphita in 2018. This research is to classify the status of new employees using variables of education level, work experience, and basic salary. This study only uses one Naïve Bayes Algorithm method and does not use PSO optimization. This research is also implemented using PHP and MySQL platforms. (Rino Guphita, 2018)

The research entitled Factors Affecting Turnover Intention of Employees at PT. Mandiri Tunas Finance Bengkulu was written by Andriyani Prawitasari in 2005. The results of this study the factors that influence turnover are: age, length of work, education, attachment to the company, job satisfaction with the company, corporate culture. The author uses these factors as data attributes. The difference is that the authors calculate the accuracy of these factors. (Prawitasari, 2016)

The next journal reference is the journal entitled Comparison of Employee Acceptance Analysis Using the C4.5 Algorithm, K-NN, and PSO-Based Naïve Bayes. This research was written by Ayuni Asistyasari and Yosep Nuryaman in 2019 by comparing the 3 algorithms used according to the journal title. The result of the lowest order accuracy is the classification using the C4.5 algorithm based on PSO 86.25%, then the second classification uses the PSO-based K-NN algorithm the accuracy value is 82.50%, and the last one with the highest accuracy is the classification using the Naïve Bayes algorithm based on PSO with an accuracy value of 91.25%. Classification using the PSO-based Naïve Bayes algorithm produces high scores as well as this study. (Asistyasari, 2019)

The journal entitled Determination of Work Schedule Based on Employee Data Classification Using the C4.5 Decision Tree Method (Case Study of the University of Muhammadiyah Surabaya) was written in 2016 by Triuli Novianti and Iwan Santos. This journal discusses determining employee work schedules based on classification using the C4.5 Decision Tree Algorithm. The final result of all data using cross-validation 5 fold the accuracy is 70%. The journal only uses one algorithm, namely the Decision Tree Algorithm C4.5 without using PSO optimization so that there is no comparison of the results with other algorithms. (Triuli Novianti, 2016)

The next journal entitled Determination of Overtime Schedule with Classification of Employee Data Using the C4.5 Algorithm was written by Ikhsan Romli and Ahmad Turmudi Zpyda in 2020. This research was made to determine employee overtime schedules and the results were 91% accuracy with 86.05% precision and 92 recall. 5%. This study only uses one C4.5 Algorithm without using PSO optimization, while the authors use PSO optimization for comparisons. (Ikhsan Romli, 2020)

The next reference is the journal entitled Naïve Bayes Algorithm Analysis for Classification of Exemplary Employees at PT. Toyoseal Indonesia, written by Chandra Naya and Muhlisin in 2019. This study determines exemplary and non-exemplary employees (performance) in a company with 5 attributes, 160 data, and with only one algorithm method, namely Naïve Bayes with an accuracy of 81.25%, Precision 77.78% and Recall 87.50%. This research does not use optimization so there is no comparison to compare the results of its accuracy. (Chandra Naya, 2019)

In 2019 Deni Anugrah Sahputra and friends wrote a journal entitled Determining the Eligibility Factors for Employee Admission Using the Decision Tree Algorithm at PT. Outsourcing Personnel. With the amount of data as many as 19163 candidates who applied in 2019, using the Decision Tree Algorithm resulted in an accuracy of 73.27% and an AUC value of 0.789. The most influential recruitment eligibility factors are references from friends, age from 26-30 years old, female gender, for Office Services positions, domiciled in Jabodetabek, and undergraduate education level. This study only uses one algorithm, namely the Decision Tree, so there is no comparison for comparisons and does not use PSO optimization. (Sahputra & Saelan, 2020)

The purpose of this study is to classify the turnover factor at PT. Mastersystem Infotama so that the Human Capital Management section can change the system or work program so that it can reduce the turnover rate at the company. With the decrease in the turnover rate, the employee’s commitment to the company increases, saves time and costs for the recruitment of new employees, and employees last a long time to work at the PT Mastersystem Infotama company, so that all employees can more easily work together with the company to achieve targets and goals.
This study uses the CRISP-DM (Cross-Industry standard process for Data Mining) model. The Cross-Industry Standard Process for Data Mining (CRISP-DM) was developed in 1996 by analysts from several industries. CRISP-DM provides a standard data mining process for solving general problems of business or research units. (Daniel T. Larose, 2005)

CRISP-DM stands for Cross-Industry Standard Process Model for Data Mining, which describes the data mining process in 6 stages.

Figure 1. Stages of CRISP-DM (Larose, 2014)

1. Business Understanding
Base on figure 1. Stages of CRIPS-DM, the purpose of this study is to classify the turnover factors that occur in the company. It is hoped that the company can make a better work program and a more conducive office atmosphere, increase employee engagement with the company, and make employees feel more comfortable so that the turnover rate decreases. Reduced turnover can reduce the budget for recruiting employees, running projects are not interrupted due to changes or lack of resources, sales last a long time so that good relationship with customers are well maintained because they are maintained with the same people.

2. Data Understanding
At this stage, the authors take the employee data from the HCM section plus the results of the employee satisfaction survey at the company via a google form. Data of 400 employees and only taken from employee data with permanent employee status, employees with contract status, and data from outsourcing is not taken.

3. Data Preparation
After all, data has been collected there are several useless attributes that must be removed using Remove Useless Attributes, after the Remove Useless Attributes process in the Rapid Miner Studio Framework, the attributes used in the data are Name, age, years of service, education, the value of satisfaction with the company, loyalty, KPI and survive or not.

4. Modelling
In this phase, the authors conducted modeling using the Rapid Miner Studio Framework with the Naïve Bayes Algorithm and the PSO-based Naïve Bayes Algorithm. First, the author uses the Validation function and the Naïve Bayes Algorithm to get the accuracy and AUC values. Then the two authors used the Validation function and the PSO-based Naïve Bayes Algorithm to get the accuracy value and AUC as a comparison.

5. Evaluation
At this stage, the authors evaluate the results of the modeling phase and the results using the PSO-based Validation function and Naïve Bayes Algorithm to get the accuracy value and the AUC results are better using PSO optimization.

6. Deployment
The best result of modeling is to use the Naïve Bayes Algorithm based on Particle Swarm Optimization with an accuracy value of 81.32% and an AUC value of 0.837. The use of PSO increases the classification accuracy value for weighting the Naïve Bayes Algorithm.

Types of research
This research uses qualitative methods with case studies at PT. Mastersystem Infotama is a system integrator company in Jakarta. Against the background of the high turnover rate at the company, which could hinder the company from achieving its target.

Time and Place of Research
This research was conducted in February 2019 at PT Mastersystem Infotama in Central Jakarta. The author is an employee of the company, making it easier for permission and access to conduct observations and research to obtain data.

Research Target / Subject
The subjects of this study were employees at PT. Mastersystem Infotama, to classify what factors cause high turnover rates. Researchers conducted
observations, research, and interviews between office hours and during breaks.

Procedure

This framework represents the steps and procedures that will be carried out in this research process. The research framework can be described in the following figure:

![Research Framework Diagram](image)

**Figure 2. Research Framework (RYFA, 2020)**

1. Identification of Problems
   By figure 2, the research framework in the identification of the problem, the problem is determining the turnover factor classification pattern so that the turnover rate decreases to achieve the company's target well.

2. Data Collection
   At the data collection stage in figure 2, research framework, the data used are the results of observations, research, interviews, and from the company what is the turnover rate that occurred in 2018.

3. Manual data processing using the Naïve Bayes method
   The next step is shown in Figure 2 of the research framework, which is processing data using the Naïve Bayes method. This step performs manual calculations using the Naïve Bayes formula from the data that has been obtained.

4. Data processing using Rapid Miner
   Then next is the use of the Rapid Miner application using the Naïve Bayes algorithm operation according to the steps in Figure 2 of the research framework.

5. Conclusion

The last stage in the research framework stage is a conclusion. The conclusion is obtained after getting the results from both manual data processing and also using Rapid Miner. (Ariani et al., 2018)

Data, Instruments, and Data Collection Techniques

The author obtained data from the company's human capital management division in the form of 400 employee data. Then the authors also conducted literature studies, observations, and interviews.

1. Literature study
   Collect literature, data, good information from scientific journals, books, websites, and magazines.

2. Observation
   Read and observe directly at the company where you research how the work system is happening every day so far.

3. Interview
   Interview with employee correspondents who work at the research company, what obstacles are often faced, what factors cause employees to want to resign, as well as confirm the results of the data obtained from observations. (RYFA, 2020)

Data analysis technique

Quantitative research, in general, can be described as scientific research that is used to test a theory, using a theory consisting of variables and models, analyzed and measured by statistical numbers.

In this study, the authors used quantitative data analysis techniques, namely observation and interviews with employees to find out why the turnover rate was high, what factors caused turnover. The author also obtained employee data as many as 400 permanent employee data.

It is hoped that with this research the human capital management division can implement and implement policies that can reduce employee turnover so that all employees and the company can work together to achieve goals and targets.

RESULTS AND DISCUSSION

Model Testing with the Naïve Bayes Algorithm using employee data with permanent employee status in 2018 as many as 400 employee data.
Information Gain Feature Selection Process

After the dataset is available, the next step is to remove unused attributes using the Remove Useless Attributes operator in the RapidMiner Studio Framework. As in Figure 3 using the useless attributes function in the RapidMiner Studio Framework.

Figure 3. Remove Useless Attributes

Furthermore, in Figure 4. the information gain, the authors weighting using the Information Gain operator on the Framework RapidMiner Studio.

Figure 4. Information Gain

Table 1. Employee Data

<table>
<thead>
<tr>
<th>NAME</th>
<th>AGE</th>
<th>YEARS OF SERVICES (YEAR)</th>
<th>EDUCATION</th>
<th>VALUE OF SATISFACTION TO THE COMPANY</th>
<th>LOYALTY</th>
<th>KPI</th>
<th>STAY</th>
</tr>
</thead>
<tbody>
<tr>
<td>Edi Bakhtiar</td>
<td>57</td>
<td>14</td>
<td>DIPLOMA</td>
<td>Good</td>
<td>Good</td>
<td>Good</td>
<td>Yes</td>
</tr>
<tr>
<td>Endang Sri Palupi</td>
<td>38</td>
<td>7</td>
<td>MAGISTER</td>
<td>Good</td>
<td>Good</td>
<td>Good</td>
<td>Yes</td>
</tr>
<tr>
<td>YantoSusanto</td>
<td>55</td>
<td>14</td>
<td>HIGH SCHOOL</td>
<td>Good</td>
<td>Average</td>
<td>Average</td>
<td>No</td>
</tr>
<tr>
<td>Alex Yusuf Efendy</td>
<td>40</td>
<td>14</td>
<td>MAGISTER</td>
<td>Average</td>
<td>Good</td>
<td>Not Good</td>
<td>No</td>
</tr>
<tr>
<td>Shanti Cecilia</td>
<td>42</td>
<td>14</td>
<td>DIPLOMA</td>
<td>Good</td>
<td>Average</td>
<td>Good</td>
<td>Yes</td>
</tr>
<tr>
<td>Nadia Rahmawati</td>
<td>35</td>
<td>14</td>
<td>DIPLOMA</td>
<td>Not Good</td>
<td>Good</td>
<td>Average</td>
<td>No</td>
</tr>
<tr>
<td>Cecilia Fang</td>
<td>39</td>
<td>14</td>
<td>BACHELOR</td>
<td>Average</td>
<td>Good</td>
<td>Not Good</td>
<td>No</td>
</tr>
<tr>
<td>Kevin Aryanti</td>
<td>32</td>
<td>14</td>
<td>DIPLOMA</td>
<td>Good</td>
<td>Good</td>
<td>Good</td>
<td>Yes</td>
</tr>
<tr>
<td>Ari Baharudin</td>
<td>35</td>
<td>14</td>
<td>BACHELOR</td>
<td>Good</td>
<td>Average</td>
<td>Good</td>
<td>Yes</td>
</tr>
<tr>
<td>Aryo Nugroho</td>
<td>30</td>
<td>13</td>
<td>BACHELOR</td>
<td>Not Good</td>
<td>Average</td>
<td>Not Good</td>
<td>No</td>
</tr>
<tr>
<td>Budi Susanto</td>
<td>29</td>
<td>14</td>
<td>BACHELOR</td>
<td>Not Good</td>
<td>Good</td>
<td>Average</td>
<td>No</td>
</tr>
<tr>
<td>Paulus Alexander</td>
<td>26</td>
<td>13</td>
<td>BACHELOR</td>
<td>Good</td>
<td>Average</td>
<td>Average</td>
<td>No</td>
</tr>
<tr>
<td>Anita Nurhasanah</td>
<td>23</td>
<td>14</td>
<td>HIGH SCHOOL</td>
<td>Good</td>
<td>Average</td>
<td>Good</td>
<td>Yes</td>
</tr>
<tr>
<td>Siti Azarah</td>
<td>22</td>
<td>13</td>
<td>HIGH SCHOOL</td>
<td>Good</td>
<td>Good</td>
<td>Good</td>
<td>Yes</td>
</tr>
<tr>
<td>Muhammad Dzika</td>
<td>27</td>
<td>14</td>
<td>BACHELOR</td>
<td>Not Good</td>
<td>Good</td>
<td>Average</td>
<td>No</td>
</tr>
<tr>
<td>Ryan Nurwahid</td>
<td>24</td>
<td>13</td>
<td>DIPLOMA</td>
<td>Average</td>
<td>Not Good</td>
<td>Average</td>
<td>No</td>
</tr>
<tr>
<td>Putra Muhammad Hadi</td>
<td>24</td>
<td>13</td>
<td>BACHELOR</td>
<td>Average</td>
<td>Not Good</td>
<td>Average</td>
<td>No</td>
</tr>
<tr>
<td>Rachmat Setiawan</td>
<td>29</td>
<td>13</td>
<td>HIGH SCHOOL</td>
<td>Good</td>
<td>Good</td>
<td>Good</td>
<td>Yes</td>
</tr>
<tr>
<td>Wawan Cahyadi</td>
<td>32</td>
<td>13</td>
<td>MAGISTER</td>
<td>Good</td>
<td>Good</td>
<td>Good</td>
<td>Yes</td>
</tr>
<tr>
<td>Filka Taulani Sari</td>
<td>24</td>
<td>13</td>
<td>BACHELOR</td>
<td>Good</td>
<td>Average</td>
<td>Good</td>
<td>Yes</td>
</tr>
<tr>
<td>Alfian Dwi Iswianto</td>
<td>23</td>
<td>12</td>
<td>BACHELOR</td>
<td>Good</td>
<td>Not Good</td>
<td>Average</td>
<td>No</td>
</tr>
<tr>
<td>Susi Yulianti</td>
<td>22</td>
<td>12</td>
<td>HIGH SCHOOL</td>
<td>Good</td>
<td>Average</td>
<td>Not Good</td>
<td>No</td>
</tr>
<tr>
<td>Felicia Cecilia Que</td>
<td>27</td>
<td>12</td>
<td>BACHELOR</td>
<td>Not Good</td>
<td>Good</td>
<td>Not Good</td>
<td>No</td>
</tr>
</tbody>
</table>

After the process of removing unused attributes with the operator, removing useless attributes, and weighting them with the Information Gain operator, this is the employee data that is ready for use in table 1. employee data,

Naïve Bayes classification

In figure 5. Design of the Naïve Bayes Algorithm Model, creating a model design using the Naïve Bayes Algorithm using the Rapid Miner Studio Framework.

Figure 5. Design of the Naïve Bayes Algorithm Model

Naïve Bayes classification is a validation modeling using the Naïve Bayes Algorithm using the Rapid Miner Studio Framework.

Figure 6. Validation of the Naïve Bayes Algorithm

Figure 7. Accuracy of the Naïve Bayes Algorithm Method
Figure 7. Accuracy of the Naïve Bayes Algorithm Method is modeling using the Naïve Bayes algorithm using the Rapid Miner Studio Framework.

Figure 8. Area Under ROC Curve

Base on the figure 8 area under the ROC curve, the AUC value of 0.917 is a good classification category.

Naïve Bayes classification

Then we will create a model design using the PSO-based Naïve Bayes Algorithm using the Rapid Miner Studio Framework.

Figure 9. Design of the Naïve Bayes Algorithm Model Based on Particle Swarm Optimization

Figure 9 is the Naïve Bayes Algorithm modeling design that is optimized using Particle Swarm Optimization in the Rapid Miner Studio Framework.

Figure 10. Particle Swarm Optimization Process

Figure 10 is the process of using Particle Swarm Optimization in the RapidMiner Studio Framework.

Figure 11. Validation of the Naïve Bayes Algorithm Based on Particle Swarm Optimization

Figure 11 is the validation process of the Naïve Bayes Algorithm based on Particle Swarm Optimization using the Rapid Miner Studio Framework.

Figure 12. Accuracy of the Naïve Bayes Algorithm Method Based on Particle Swarm Optimization

Base on figure 12 the results of the accuracy using the Naïve Bayes Algorithm Method Based on Particle Swarm Optimization amounted to 94.17%.

Figure 13. Area Under ROC Curve

The AUC value of 0.960 is a good classification category.
CONCLUSIONS AND SUGGESTIONS

Conclusion

The results of the classification of the Naïve Bayes Algorithm have an accuracy of 79.17%, 66.67% precision, 91.30% recall, and AUC 0.917. While the classification uses the Naïve Bayes Algorithm method based on Particle Swarm Optimization with an accuracy of 94.17.32%, 89.80% precision, 95.65% recall, and 0.960 AUC. From the results, it can be seen that the PSO-based Naïve Bayes Algorithm method has better accuracy than using the Naïve Bayes Algorithm method alone.

Suggestion

For further research, you can use bigger attributes and more data. Can use other algorithms that are optimized with Particle Swarm Optimization so that the accuracy value is more perfect.
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